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Introduction Dynamlc Routing Algorlthm

Networks-on-Chip (NoCs) are devouring a large fraction of the on-chip power
budget as technology scales down.
* In addition, static NoC power consumption 1s becoming the dominant component.
* Fly-Over (FLOYV): a lightweight distributed router power-gating mechanismto
reduce NoC static power consumption.
v' FLOV router: FLOV links for network connectivity and low-latency route over
power-gated routers.

FLOV power gates more routers thus achieving better
NoC energy saving.

* Low latency FLOV links and the best-effort minimal
routing avoids aggregated traffic rerouting, compensate
for detour overhead.

* Compared with Router Parking (RP), FLOV achieves

static energy and dynamic energy reductionby 17.3%
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FLOV Router Microarchitecture Evaluation Methodology & Results
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